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Executive Summay

Airway Facilities (AP is planningand beinningto implement swesping changes in its struture
and opeationd conaepts. These changes will providethe mantenance activities needed by the
National Airspace $stem (NAS) of the fuure. At the hearbf this chang is the consabation of
AF monitoringand mantenance fundions into fever facilitie s with ax inaease in unmanned
facilities and in ranotemonitoringand mantenance.

Future operations control centers (OCCs) will be challepgnvironments for Alpersonnel.
Managers and specialists will be responsible for monitoang maintainingnanydifferent
types of sgtems, for managg people and resources across a wigg@phical area, and for
coordinatingand sharingnformation with other echelons of A4S well as Air Traffic Control
(ATC) personnel.

To look into the workingenvironment of the future, the NAS Humaackors Banch (ACT-530)

of the Federal Aviation Administration (RA) William J. Hughes Technical Center conducted an
error mitigation study The purposeof this studywas to identify thosetasks and situdions tha

will most likely result in errors or problems and to propose potential solutibms.ultimate gal

of thestudywas to deelop strdegies to hdp reduce or diminate the potential for seious
operational errors in the future @&

Nine participants havingxpertise in current ABperations and knowledgf human error
tendencies took part in the stualythe William JHughes Technical Center Research
Devebpment& Human Facbrs Laborabry. A researchédamconssting of engneerng research
psychologsts led the participants in structured walkthiasigyploring four operational scenarios
developed byAF subject matter gerts. The research team asked the participants to identify
tasks and suatons n each scenarithatcould lead b errors and copiled these errorsiito lists.
Following the scenads, hey gave each partipantcopies of he ists and askediemto rae each
of the errors bylegee of importanceThe participants@uped the most important errors into
caegries. Theythen dscussed penia solutions for each catpry and dentfied areasn need
of additional research.

This report summares and documents the ideamgrated from this studydentifying where

and when erors will most likdy occur in futureOCCs ad presenting suggestions for mitigting

those errorsThe participants identified seven major areas of concern where additional research
is needed.Those areas are separation of responsibilities in the OCC, g@ibnitjes among

multiple tasks, communication and coordination at a distance, alternative methods of
communication, event-ticketingrocedures, data entworkload, and displagf current situation

and staus. This research will help system architects and designers aeate a beter, less a@ror-

prone work environment as thé&/& moves toward maintenance centratinn.

vii



1. Introduction

The Federa Aviation Administraion (FAA) plans to implenent mgor changes in its struture
and operations to support the future maintenance needs of the National Airggiace BIAS.
Centrd to these changes is theconsoliddion of Airway Facilities (AF) management and
maintenance fundions into fever, morecentrdized facilities ammbinal with an inaease in
remotelymonitored, unmanned facilitie€entrallylocated control centers will be responsible
for monitoringand controllinghese facilities, assigng personnel and resources, and
coordinatingAF and Air Traffic (AT) information.

1.1 Backgound

The consolidated operations control centers (OCCs) pose new chalfeng\Fpersonnel AF
manag@rs and specialists in these OCCs will be responsible for nragagd maintainingnany
different facilities across broagapraphical areasAF personnel will be required to learn new
technoloy and procedures such as the Remote Maintenance Monigystgm (RMMS),
workflow automation, and event ticketing@he new roles and responsibilities imposedHgy
consolidation of ARacilities and increased reliance on new technologl automation have the
potential of increasinguman error.

An important first step before identifyg error prone tasks and situations is to introduce and
define the concept of human err@raxonomies and characteaizons of error are plentiful in the
literature. We have outlined someof theman points t&en from literature relevant to designing
systams to reluce human aror. This literature studyprovides abasis for investigating sour@s or
situations havinghe potential to cause mistakes or errors in OCCs.

1. Errors can result when the system design exceeds the human user’s capaHilitrems
contribute to the erroremeration process, but emphasis should be on the interaction between
the human and other components of thetesy. Many complexsystems place a heatgsk
load on the humanlf the sptem fails to support these tasks, errors can o¢dumans must
create mental models of thesggm and its environment to solvestgm problemsSystem
demands can quicklgxceed the humasimental capacityRasmussen (1986) noted this
mismatch between stem demands and human resourdedures in perception, situational
awareness, attention, decision makimgmory and information processirgan cause errors.
In many cases, stemdesgn probkens can tigger these fdures. The sgnificance of sytem
induced huran errorss evidentfrom anayses of dsasers such as Three Milsland,

Bhopal, and ChernobyMeshkati, 1991).

2. Errors are usudl the resul of a chan ofevens. Human errors are seldom the result of a
sinde point of failure. Usually, theyhave secondargnd tertiarycauses as wellA simple
error can becoma conplex error hatcan affectan enire system Many conplex systens
have defenses amst sindg pointerrors, but this tge of incrementd error build is more
difficult to prevent. When human eror occurs, thee is an immaediate tendency to assign
fault, usuallyto the personnel who committed the action immedigiedgedinghe event
(proximal error). Often, there is little inquirpeyond that point, and the pantgsponsible for
the proxmal error receres nostor al the bame. Studies have showrhaterrors énd ©



develop with chained and/or concurrent steps that antiyy involve human performance
(Pew, Miller, & Feehrer, 1981).

3. Errors can occur due to equipment that is inadequate for the &sdaomicpressure limit
both new sgtem development and modificationsstead of developingustom hardware or
software for a particular task or function, commercial off-the-shelf (Q@&&Iware and
software are beingdapted to various applications and environmeht® use of equipment
not specificallydesigned for the function or task magsult in the need to modifyperating
procedures or to compromise control capabilitiiich can increase the likelihood of error
(Hill, 1989).

4. Errors can result from the correct action if it is done at the wrong place or wrong time.
Drury (1991) categrized maintenance errors into foupg&s: wrongplace (repetition,
reversal, omission), wrortime (omission, delgypremature action), wrortgpe
(replacement), and not in current plan (insertion, intrusidhp categrization depends on
the purpose of the investiion. Many systems are information-processisggtems. The
operator receives data, processes it, makes a decision, and then performs the actions to
implement the decisionSystems often create an error environment due to untiarely
insufficient daa.

5. Errors can result from a lack of organization, management, or proced&eason (1990)
and Wbods, dhannesen, Cook, and Sarter (1994) address the rolesaoizetign,
manag@ment, and procedure3.hese issues have been implicated in a number of major
system accidents (Meshkati, 199X)rganizational errors can also include inadequate
operator selection or insufficient trainiag well as inadequate procedures.

1.2 Purpose

The primarypurpose of this studyas to eamine potential causes of human error in future
OCCs and identifghose tasks and situations that are the most vulnerable to é8emsndary
goals for the studyvere to propose mitadion strateges for the errors and to identiiyeas in
need of additional research.

2. Method

Engneering research psychologsts from theFAA Willia m J Hughes Technical Center NAS
Human Rctors Banch (ACT-530) conducted the studiheywalked the participants throlg
each of four scenars. AF subpct matter experts devebped and degned hese scenais D
simulate evens thatwould take place n a fuure OCC environment The scenaa wakthroudhs
took place over a 2-dgyeriod at the Technical Center Research Developmétii®an Factors
Laboratory(RDHHA.). Each scenario lasted appnmately2 hours and allowed time for
discussion.



2.1 Scenaros
A summary of the four scenaas follows. For each scenarin its enirety, see Appendi A.

Scenario 1 described the loss of differential Global PositioBistem (GPS) data to support Air
Traffic Control (ATC). The OCC responsible for the Dallas-Forokth Airport receives a
warning tha the GPS sigd will be lost dueto weather interference. The OCC plans atransition

to gound-based backupstems.In preparingor the transition, the OCC learns that one of the
essential gound facilities is havingoutine batterynaintenance performed on its power backup.
The OCC ontects thespeialist assighed to thebdtery mantenance task and reguests top

priority for backup power restoratiofiBackup power is restored, and the transitionrtugd-
based sytens proceeds soothly.

Scenario 2 involved multiple, overlappiegents includingn route radar failure, reported radio
interference, and radio communications link failufde scenario ben with an en route radar
failure at the Keller siteA few minutes later, ATC reports radio interference on theraufud
radio. Almost immaliately, theeis aloss of aradio communiations link & theLas Crues site
The spealist atthe OCC mustlocake and dspath spealists to the Keler and Llas Quces dies
and report the frequendayterference problem to frequeneanagment.

Scenario 3 involved a hazardous materials (M) spill that impedes radar repailhe
seenaio includes aconaurrent heating and ventilation system failure and an intrusion garm a an
unmanned beacon sitdhe OCC contacts the nempal HAZMAT office, which subsequently
dispatches a team to clean up the spilter the clean up, the field specialist replaces the
transforme.

Scenaio 4 began with an Airport Survdlance Radar (ASR)/MODE-S faéure a San Antonio
Airport Inclementweaher hen causes an equmentfailure atthe Keler Air Route

Surveillance Radar (ARSR) sitén addition, the OCC is coordinatimgth the Hight Check
Control Center to schedule a thigcheck of the instrument landisgstem at the Dallas(t

Worth Airport. The fight check aicraftthen arrves eailer than execed. The OCC specalist
remotdy resés Chand A of the Keller ARSR site Thefield speialist finds and reses acircuit
breaker that has caused the San Antonio MODE-S tolfaier, the OCC specialist reviews the
history of related problems and discovers that the same circuit breaker has failed rep&aedly
specialist then contacts engeringsupport to discuss a modification kit for all breakers of this

type.

2.2 Paticipants

Nine experts consistingf six AF specialists, one AT specialist, and two ieegringresearch
psychologsts discussed potential sources of error relative to the four scenghiese of the AF
specalists worked ata probtype OCC. Of those hree, one worked th the eventicketing
prototype, one helped to define OCC roles, and one assisted with workforceemanagdrhe
other three ARparticipants were from Air Route Traffic Control Centers (ARTCCs) or General
Maintenance Control Center§&eogaphically the goup represented New Hiagd, the

Southern Reign, the Eastern Remn, the Central Regn, and the Wstern Pacific Ragn.



2.3 Desion and Procedure

Before the introduction of the scenarios, the research team presented @badHgiefingto the
participants. Theyfirst discussed projecbgls and the human factors approach to error
investigation. A member of the research team discussed alternative views of human error and
pointed out implications of human error such assptaf injury, damag to equipment,
inefficiences, unnecessanpst and wastd resourcesHe instucted hathuman errorséading

to anyof these results were of interest to the stulye briefingincluded an eaxmination of
psychologcal sources of error includirgttention, situation awareness, decision magking
estimation, computation, and mema@mnpblems.

The research team then addressed the futureoAEept of operations A, 1995) in which the
FAA plans to have a simg National OCC (NOCC), several OCCs, and manyk centers.The
researcher dcussedhte mplicaions of his hierarchcal conceptwith respecto management
and information needsl'he FAA plan calls for more centrakzl managment of people and
resources and depends on an informatiohway, the RMMS, geater AT coordination, and
greater useof mobilespesidists. This plan will incorporae the capability to identify and track
tasks throuly a sptem called event ticketingrhe researcher described some of the other
technolog that would be utilized in future OCC3he RDHHR technical support staff then
showed a virtual realitpresentation of what a future OCC facildyuld look like.

A member of the research team concluded the bridfrexplainingthe method that the
participants should use while steppthgoudh a sample scenaridde advised that the
participants would be identifiyg potential error situations and propospugsible strategs for
preventingor mitigatingerrors, which could involve operational procedurestesy desig,
training or staffing The research team presented the scenarios follawegriefing

The researchers usdtktsane procedure for &lof the scenads. The paricipans conpleted
Scenario 1 and 2 on Ddyand Scenarios 3 and 4 on DayCopies of the scenarios wereen
to each ofhe paricipans so thatthey could follow the &xt as hey “walked hrough” each
scenario.Two of the scenario developers were available to answegwastions duringhe
walkthroudns.

A researcher initiated the discussion for each scenarniedanga few lines and then pausing
and askingf the participants foresaw a cause for concern or failAreecond researcher
capured he paricipans’ comments on sides for each scenarand pragcted hemfor all
members b see. At the end of each scenayithe paricipans rated the errors on a 3-pai scak,
with 1 indicatinglow importance and 3 indicatirfggh importance.Importance was defined as
being highly likely to occur or having amgor opeationd impact, or both. A researche tdlied
the resuis and paced he poenia sources of errohattmore tian hal of the paricipans rated
highly important on slide. Following the s@narios, theresearch team asked thepaticipants to
sort thee errors into mgor categories. As thepaticipants male sugestions, aresearcher
rearrangd the slides intorgups with a label identifpg the problem areaThe studyconcluded
with the participants developingitigation strategpgs for each of these major problem areas and
identfying areasn need of futre research.



3. Results

AppendixB contains a list of errors (includirigose rated as low importance) that the
participants identified for each individual scenaritheygrouped the errors identified as most
important into the followind 3 categries.

Two-way Communication and Active Coordination ErrofRotential coordination errors involve
failure to acknowledg information, confusion over whether messdgave been received, and
concern that critical information nhiggnot be communicatedl he participants discussed
communi@ion and wordindion erors tha might oaur beéween theSaellite Center and the
OCC, the spealist in the field and he OCC, and ATCand he OCC.

The paticipants fdt that theweakest communition link in thesenarios would bebeween the
OCC specialist and remote field specialists.(egllular telephones have dead spots in the
mountains of Tennesse€lhe participants noted that instant communicatiorhtrag less
necessaryn the future due to close coordination with ATC.

Solution: The participants sygsted preventingwo-waycommunication and active coordination
errors byusingdifferent communi@tion modes for different messae priorities. They sugyested
using e-nail for rouine adnmistratve communication and usig the e-nail recept funcion

when informdion required an audit tral, resaving voice communig@tions for timecritical
information. The participants felt that event tickets could replace sopestgf communication.
However, they sav aneed for informdion filtering. The paticipants fdt that event tickets culd
pace a spealist and send "broadcdst-mail.

Current Statusnformation. The participants thoung that evergne in the OCC must know about
certain critical events such as GPSsigdegadation and transitioning gound-based backup
systems. Otherwise, OCC specialists rhigmake poor decisions leaditmdegaded service.

Solution: The participants sggsted using large-screen, communal status board and a
coordinding speialist to identify critical information for posting

Critical Facilityldentification. The participants noted the difficulof trackingthe role each
facility plays in providinga level of service under different operatoanditions. Errors could
result if OCC personnel took a facilioff line, and it was suddenhgquired for backup purposes.

Solution: The participants sygsted convening committee to decide which equipment is
critical for different tpes of services and embadaly this in a checklist or decision aidhe
paticipants fdt that the OCC must hee tools showingvhat facility an ARSR feeds and wha
Centea Rada Approah facility might beaffected bythe ARSR. The paticipants onsideed AT
presence essential in the OCC for thigetpf coordination.

Event Ticketing. Thepaticipants sav the possibilityof increased erors if event tickets wee not
opened and closed in a timehanner byesponsible personnel.



Solution: The participants sggsted makingevent ticket entries as easy possible bproviding

data entrytools for data entryAutopopulation of event tickets should be used when possible to
minimize data entrgrrors. Procedures should be created to ensure that errors do not occur due
to confusion over who is responsible for resolvémgl closingan event ticket.

Jurisdiction. These problems involved errors occurrberause the OCC, the work center, and
the specialists were unclear as to who was responsible iiog &xproblem.

Solution: The patrticipants believed that standard operginogedures could prevent problems of
this type

Lack of hformation for the db. The participants gxessed concern that the RMMstm

would not provide enouginformation for remote certification or maintenance actions. They
were concerned that OCC specialistshmhigy to perform remote maintenance functions on
facilities for which theywere not receivingive data, without receivingdequate feedback to do
the job. For example, a specialist would have difficuttying to adjust a radar remotelyithout
being able to see theresultingradar “picture’.

Solution:Design equipment to provideadeguéae informaion and immaedliate feedback for remote
mantenance actions.

Breadth versus Depth of Knowlegil@nd Eperience.These errors could occur if the OCC
speialists do not hae the necessay breadth of experience to establish mantenance priorities or
to maxmize resourcesSpecialists mayail to see the relationships necesdargolve problems
that have a common cause.

Solution: The participants recommended careful screeafrngersonnel for the OCC specialist
positions ad providingnew kinds of traning including speific traning in communiation skills
and manaigng multiple tasks.The specialist needs breadth of knowkednd interpretation skills
yet must be familiar enodrgwith the field trainingo be able to communicate with the field
technicians.Participants also pointed out the need to do a thbrtagk analsis of OCC
functions.

Distributed Communietion Errors. This ctegory addresseal arors resultingfrom
misunderstandirgamongndividuals separated lgistance, particularlpetween individuals
with different backgounds and trainingThe participants were especiatigncerned with the
possibilityof misommuniation baween AT and AF dueto differences in terminology and
contex.

Solution: The paticipants fdt that mantaining an AT presence in theOCC would beabig stg
toward minimizingthese types of erors. They aso fdt that it would beusdul to standadize
vocabuary where possile.

HAZMAT Training Errors. The participants speculated that the OCC or field specialists would
not recognize the presence of HAMATS.




Solution: The participants recommended that specialists be thiolptrgined about HAKIAT
situations to ensure proper reportengd handling

Database ErrorsThis categry dealt with havingncomplete, out-of-date personnel and resource
information in thedaabase

Solution: The participants recommended havargorgnizational infrastructure responsible for
enteringand ensuringccuracyof the data.To facilitate this gal, the participants stressed the
need for dda entry tools to failitate keeping the database current.

Morae-Rdated Errors. The paticipants speulated tha work center spesialists might have lower
morale because theavill have broader responsibilities, possibbBusinghem to lose the sense of
ownership and pride associated with responsildititya sinde piece of equipment.

Solution: The participants thoung specialists should bevgn more recagtion for their
expertise and suggsted usinghon-monetaryewards to improve moraléverall, the
paticipants speulated tha highe morde would result in lowe errors.

Workload Errors.The participants were concerned that the additional workload caused by
excessive data entmgquirements in the OCC could result in operational errors.

Solution: The paticipants sugested stremlining reporting requirements and m&ing efficient
use of event tickets to eliminate redundant repartifigeyfelt that, with the rigt tools and the
right training there would not be a need to make a choice between thartigchnical work and
writing thereport.

Manpower and Staffingrrors. The participants were concerned that an OCC would not have
the necessarstaff if crises and errors occurred.

Solution: The participants sugsted providinghe OCCs with the authoritp transfer staff
duringemergncies. The OCC architecture needs to be robust to handle natural disasters or war-
like situations.A common database and common procedures would make it possible for one
OCC to take over responsibilities for another in case of an enesrg

4. Conclusions

The paticipants fdt tha thee were many positiveaspects of theOCC onaept. They felt that the
movement toward automated tpgg systems and other technologere positive trends and 24-
hour monitoringwas a god concept.There were several areas that the participants identified as
requiringfurther investigtion to help clarifyand resolve issues for OCC operation, as follows.

Separation of responsibilities in the OC@&n essential concern mentioned repeatésithe
participants was the oagization and assignent of responsibilities within the OCChe
consequences resultifigm the assiging responsibilities is an important area for future
research.



Setting priorities among multiple task&. mgor soure of potentia errors identified bythe
paticipants wa thedifficulty of correctly sdting priorities anongtasks tha compee for limited
time and resoures. Decision ads @uld poteatially hdp to minimizethis problen, dlowing
specialists to evaluate a planned action intlaf its possible consequencéeyfelt further
research was needed to identify theinformation required to se priorities and to deelop and test
effecive decsion ads for hatinformation.

Communication and coordination at a distan€é&mmuniation difficulties wee often dted as
possible precursors to errors, with several differgmégyof communication problems mentioned.
Terminolog differences between AT and Afere identified as a possible source of errors.
Communication ata dstance can eacerbat these prol@ms. Communicaton issuesike these
could be investigted throug human-in-the-loop scenarios.

Alternative methods of communicatiocBommunication between the OCC and individuals at
other locations could take mafgrms such as voice, fagr e-mail. Based on the number of
voice communi@tions in arrent facilitie s, voiee communi@tions in thefuture OCCs hae the
potential of reachingnmanagable proportionsFuture research should investig how to
effectivelyuse alternatives to voice communicatidrhis research should alsoa®ine wag to
provide acknowledgment for individuals requestif@CC services througalternate means of
communication.

EventTickeing Procedures.The participants raised a number of concerns about event-ticketing
procedures.Theywanted to know how event tickets would be opened, @sdjdkept up to date,
and closed.Confusion over who is responsible for a particular event ticket could ésesilyo

errors. Research should be done to test event-tickgtingeduresResearch into this area could
identify problems, confusions, and misunderstansli@gsociated with the event-ticketing
procedures, and mitigation strdaegies could beidentified.

Data entry workload.The OCC @napt rdies hewvily on theexistence and availability of up-to-

date databases and event tickets. Several of the potential errors identified in this studyere causel

by outdated database$he data entrmeeded to keep these databases and event tickets current
has thepotential of being very time consumingand labor intensive Furthe research is neded to
determinetheworkload assocated with daa entry and to identify ways in which this workloal

could be reducedAlternative methods of data entsych as a card readisgstem or speech
recoqition systems should be inveséitpd. Methods of database autopopulation taking
advantag of current technolggsuch as calle should also be invesaged.

Display of current situation and statug& number of concerns raised the participants
involved the need for shared information on the status of the current situatithaut shared
information, specialists within the OCC rhignake decisions or act without understandirey
consequences of those actions for other activities within the GG&her research should look
into how to displg critical informaion to optimizesitudionad awareness.

As desaibed previously, theliterature has identified severa potential soures of eror. The
OCC-speific potentia soures of error desaibed bythe paticipants in this eror mitigation
studyreflected many of these ideas. This regort dso desaibes possiblamitigation straegies for



these errors, indudingtheneed for additiond research in someareas. This work will dlow the
future OCCs to be proactive in avoidiagerational errors and potentiatlyoidingphysical
injury, damag to equipment, inefficiencies, unnecesszogt, and wasted resources.
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AF
ARSR
ARTCC
ASR
AT
ATC
COTS
FAA
GPS
HAZMAT
NAS
NOCC
NOTAM
OocCC
RDHH
RMMS

Acronyms

Airway Facilities

Air Route Survellance Radar

Air Route Traffic Control Center
Airport Survalance Rada

Air Traffic

Air Traffic Control
Commercial-Off-the-8elf

Federa Aviation Administrdion

Global PositioningSystem

Hazardous Materials

National Airspace $stem

National Operations Control Center
Notice to Airmen

Operations Control Center

Research Development and Humaactérs laboratory
Remote Maintenance Monitoring Systam
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AppendixA
Scenaros

Scenaro 1 - GPS Qutage Due b InclementWeather

Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
10:30 Inclement weather
Dallas-Fort Worth operaiing under
the Differertial GPS.
Bad weather advi@y for Dallas
Fort Worth for next12-16 hours Weather ervice advi®ry warning
Alert issued
Satellite ceter isses adisay Alert received
alert: Receive and be aware of alerts. Degradedignalalerton Natonal
--increasd wealher dsturbances Infrastructure Management
--signalmay be degraded informaiton highway
--system may be oufor 16 hours
Remote invedigation
Monitor quality of RMM screes (monitor quality of
Signal signal)
Remote invedigation
Determine local traffic impacs on ground | ATC How Control screens
system
Repat produced
Produce reposd RMM screens (display of system
--satellite sigial has decreasedbut not to healthparameters)
unsafe kevels
--all parameters within tolerarce.
Event ticket opened
Openevert ticket ard describe situation. Even ticket screes
1035 Alert updated Phone conference initiated

Satellite ceter serls secod
mesage hat full degradabn is
expeced by 1200.

National Flow Cortrol involved
National Flow Control deermines

impact of outage on air traffic flow.

ATC involved
ATC plansreroutng.

OCC coordinates with NOCC and Fow
Control to recommendwitch to ground-
basedsystem

Remae adjustment

Adjust senices aul facilities affectecby the
reroutng (ILS, VORTAC, Non-Direcional
Beacon, etc.).

Remote certification
Certify these facilities

Telephone (3-way
communcaion)

Flow Control screens(dmulated
traffic flow)

Remote Maintenance Monitoring
screens(change eqpiment
parameters renotely if necessary

Certification screes
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
1040 Remote invegigation
Determine ground-bas] system s Facility statis screes
operatonal exceptfor power backup.
Remote invegigation
Learn hat backup powerystem reka®d for | Evert ticket screes (stats file on
routine bettery mainterance. backup power)
Specialist contacted
Contact sgcialist ty multiple mears; gve E-mal, telephone (audmaed
direcion that backup power régraion is dialing), pager, 2-way radi
top priority; wait for acknowkdgmentof
messag.
Event ticket updated
Enter cantact aml prioritization information | Event ticket screens (case file)
into evert ticket.
Daily journal activity log updated
Update caily journal activity log. Daily journa activity log
Repar begun
Specialist working on backup
power system
1045 Repair completed

Specialist reurnsbackup powera
normal

Event ticket updated
Specialist updaes eventticket to
show repai compkted.

ATC informed of status

OCC irforms ATC that all facilities/serices
are cerified for transtion o ground-baed
system

Phone conference initiated
Coordinae with ATC and Fow Control
concernig traffic management

Evert ticket screes

Facility certification screes

Facility statis screes (stats
board)

Telephone (3-way)
Flow contol screens
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
1053 ATC informed of status
Notify ATC that read for trarsfer to Telephone
ground-based contol.
Event ticket updated
Update eert ticket. Event ticket screes
NOTAM r equested
OCC requetss NOTAM that GPS is going Telephone
out of rvice.
Event ticket updated
Enter cardination in evert ticket. Evert ticket screes
Remate Certification
Updat cerificaion file on GFS. Include Facility certification screes
notice hat GPS is beng removed from
service.
Notice to Airman (NOTAM)
issued Datalirk
ATC transmits NOTAM
announang switch to ground basd
systens (LS, VORTAC, ard Non-
Direcional Beacon approach
procedurep
1100 National Flow Cortrol involved | Remae monitoring
NationalFHow Control preparedo | Monitor performance of G®locaionsfor RMM screens (performance
switch ar traffic to ground basd signsof degrioraion. paramegrs display)
systens.
AT C involved
DallasFort Worth traffic flow
impactis managed.
1130 Acknowledgment saught

OCC reviews event ticket to ensure that al
users are aware that transfer of system is

imminent

| Evert ticket screes (cardination

logg
e-mail “return receipt” messages
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
1145 Announcementmade Announcement received
NOCC announceshat trangion OCC receivesannouncement regarding NIMS informaiton highway
will take place at 1200 hours trarsition.
National Flow Cortrol involved
National FHow Control adusts Flow Control screens
traffic flow and reroutegraffic in
preparation for 12-noon traitisn.
Announcement received Datalirk
Aircraft receive message via
datalink
Announcement received
Airlines receive message
E-mail
1155 Remae monitoring
Check status display Facility statis screes
--everything ready for trafer. (DME, glide dope, nner and owr
markers, lights, localizer, etc.)
Control verified
Verify OCC hascontol of ground-basd RMM screens (remote control of
systens. ground-baed s/stem)
Remae monitoring
Verify all ground-baed systemsare RMM screens
available for transfer.
Remae adjustment
OCC bringsground-baed systemsto RMM screens (remote control of
operatonal gatus ground-baed system)
Specialist contacted
Contactspecialist to alertthat ground-baed | Telephone (awdialing), event
AT C involved systemsare now operabnal ticket screes
ATC trarsfers all gers tothe
ground-baed g/stem Event Ticket updated
Update case log RMM screens (system health
parameters
Specialist contacted
Ask specialig to evaluate aellite ground Event ticket screes
statian
Telephone
12:00 Transition made Specialist contacted

Transtion b ground-baed system
complete

Inform Specialist ttat WAAS statiao
released for evaluation

Telephone (autdialing)
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
1201 Examination begun Transition confirmed
Work certer tales WAAS statio Observe WAAS off-line. Facility statis screes
off-line.
AT C involved Monitoring
Dallas-Fat Worth ATC adusts Ob=rve flow contol change. Flow contol screens
flow and rerowgstraffic as
requied.
1315 Examination completed Examination results acknowledged

Work center completes evaluation
of WAAS.

Ob=rve that WAAS ground gation is
available for use.

Monitoring
Access performance of WAS, check
paramedr values and vaidate ready for us.

Event ticket updated
Keepewert ticket open until return to
WAAS.

Workfo rce history updated
OCC updaes recordsto show pecialist has
left site.

Facility statis screes

RMM screens (system paramete

display)

Evert ticket

Workforce managemerstreens
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Scenario 2 - ARSR/En Route Radailre

Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at OCC
2100 Equipment failure Monitoring
Keller ARSR fails: ATC tiserves | OCC nonitoring facilities. Facility monitoring screen
loss of radar and beacon @adn
displays.
Alarms
OCC receives alarm indicating loss of radafacility monitoring screen
data (en roue) and beacon dafen roug)
services.
Alarm acknowledged
OCC acknowkdgesalarm.
Facility monitoring screen
Phone call received
OCC receives call from ATC Telephone
Event ticket opened
OCC intiates ewert ticket. Evert ticket screes
2102 Remae adjustment fails
OCC atterpts toreset ARSR.Reset Facility RMM screen
attenpt is unsuccessfill Facility statis screen
2103 Remae adjustment
OCC reconfguressort box(9 priority to Facility RMM screen(ARTCC
enable alternate radar and beacon data onhos compuer)
displays.
2104 Radio interference Remote invegigation
ATC reportsinterference on OCC @ens evert ticket ard rentely Event ticket screes
139.85 depatre atRed Bird investigates source of interference. (frequency interference report)
Remote Center Air/Ground Rudio
Communication Facility, aulitory
signaldegraded.
2105 Communication failure Alarms

Loss of Radio Communicaion
Link datafrom LasCrucesRadio
Communcaion Link (Microwave
Repeater) ge. Loss of data from
Deming ARSR-4. Loss of
communcatonsto/from Demhg
Remote Center Air/Ground Radio
Communication Facility. Loss d
communications line to Caumbus
VORTAC.

Alarms at OC. Las Quces Rdio
Communcaton Link dat failure ahrms
and Data Mdtiplexing Netwak alarns.
Loss of Deming Radar Daa (en roué
service), Bacon Data (en route service) &
En Route Communcaion srvices Loss of
communcaion link to ColumbusVORTAC
(unabk o monior

VORTAQC).

Event ticket opened
OCC intiates ewert ticket

Facility statis screes

Evert ticket screes
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Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at 0OQC
2106 Remote invegigation
OCC acknowkdgesalarms and Facility statis screes
immediately determines multiple failures
are a resitiof a Data Mitiplexing Netwak
failure (LasCrucesRadio Communiaion
Link).
2107 AT C involved Phone call received
ATC obsrvesloss of radar and ATC notifies OCC d loss d data from Telephone
beacon dafrom Demhg cbr. Deming Facilities, ad advises OCC tht
Loss of communcation to Deming | radar ded (en rouée Service), beacon dat
Remote Center Air/Ground Rdio | (en roue Service), anden roue
Communication Facility. communication services are lost.
Remote Invegigation
OCC revews site ifiormation. Facility statis screes
2108 Remate adjustment
OCC performsreconfguraton of lost dat Facility RMM screes
and reconfjuressystem.
2109 Restoration of service confirmed | Remae adjustment
ATC confirmsregoraton of radar, | OCC restores data via alternate path. RMM screens
beacon and commuzdion
services.
Event ticket updated
OCC updats eventticket Evert ticket screes
2110 Specialist contacted
OCC Iccates spcialist, rotifies him of work | Workforce managemerstreens
around, anddls him to repond b the Las | Autodialing (elephone)
CrucesRadio Communicaion Link failure.
Specialist en route to site
Specialist reponds depars for the
Radio Communicaion Link
(microwave repeater)ts in Las
Cruces.
2111 NOCC involved Remote invedigation
NOCC acknowkdgeseventticket | OCC performsfault isolation/diagnosics on | Facility RMM screes (ARSR,
regarding failure of Keller ABR. | Keller ARSR facility. Data Mutiplexing Netwak)
2112 Remote invedigation
OCC cttermines poblemis at ARSR site. | Facility RMM screen
Event ticket updated
OCC updaes eventticket Even ticket screen
2113 Specialist selected

OCC cttermines sgcialist aailahlity .

Workforce management screen
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Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at OCC
2114 Specialist contacted
OCC performscalout proceduregor Workforce managemerstreen,
facility restaation. telephone, pager,
Specialist reached at home e-mail
Specialist rot on site, site is
currenty unmanned, g cialist
contacted at home and instructed to
regpond b ARSR failure.
21220 Specialist enroute
Specialist depars resdence for
ARSR site.
2121 Remote invegigation
OCC spcialist dtermines irterfererce at Facility statis monitoring
RedBird Rado Communication facility is screens
on boh man and sandby channel Facility RMM screes
2122 Authorities notified
OCC specialist contacts Frequency Autodialing (telephone)
Management and reports interference et R
Bird Remote Center Air/Ground Rudio
Communication Facility.
Refers Frequency Management to Event ticket screes
frequency mterference report (frequency interference report)
2145 Specialist arrives at site Specialist’s arrival acknowledged
Specialist arrives at Keller ARSR | OCC acknowkdgesspecialist is at Keller Event ticket screen
site and updags eventticket; ARSR site.
assumes cantrol of facility.
Control transferred
Releases awrol to onsite specialist. Facility RMM screen
2200 Specialist arrives at site Specialist’s arri val acknowledged
Specialist arrives at theaRio OCC acknowkdgessite specialist in Las Evert ticket screes
Communcaion Link (microwave | Cruces.
repeater) site in LasrQces,
notifies.
22:30 Diagnoss
Specialist iforms OCC & Rado Evert ticket screes
Communtaion Link anenna
failure.
Parts ordered
Antenna dish placed on order, Logistics iformation system
redacemendishwill arrive in 24 screens
hours
2240 Specidist depats site Decision

Specialist aparts site.

OCC will rerein in recanfigured operation
until anterna dish canbe redaced

Evert ticket screes
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0OQC
2245 Specialist arrives at site Specidist acknowledged
Specialist arrives at Keller ARSR | OCC regpondsto work cenér Specialist’s E-mail/telephone
site. arrival at Keller ARSR site.
Diagnods Local facility test egipment
Specialist dscovers failed
componentn anenna contol
cabinet.
Parts available
Specialist cetermines that sgre is Logistics Information sreen
availabe ansite.
ATC informed of status
OCC informed of status OCC irforms ATC d estimatedtime to Telephone
Informs OCC replacement of failed regore.
component will require at lea%
hour.
Repar begun
Specialist beghnsrepat.
2300 Diagnoss
Frequency Management tracks Regionalfrequency van
down and repostthat spurious
transnission atRed Bird is being
emitted from a local FM rado
station.
2301 Event ticket updated Diagnosis received
Frequency Managemenpdaes OCC receives notification that interference Event ticket screens, telemne,
evert ticket screes. at RedBird is being emitted by a local FM | e-mail
radio dation.
2302 Authorities notified
OCC informslocal Federal Telephone
CommuntaionsCommission office of
radio dation interference.
Phone conference initiated
Authorities discuss prblem Conferences Frequency Management and
Frequency Management and locgl local Federal CommunicaionsCommission
FederalCommunicaions office.
Commissian discuss exact case d
interference.
2312 Authorities take action

Local FederalCommunicaions
Commission takesacion with
radio gation o relve
interference.

Event ticket closed
Frequency Management closes

evert ticket.

Evert ticket screes
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at OCC
23:20 Resolution
OCC informs ATC frequency interference | Telephone
is resdved
Returnsfrequency ¢ service.
Remate Certification
OCC certifies seliges. Facility certification screes
2345 Repair completed
At Keller ARSR site, replacement
of failed anenna component
completed
Event ticket updated Repar acknowledged
Eventticket updaed OCC Soecialist acknowkdgeseventticket Event ticket screes
Ondte specialist updaes event updat.
ticket.
Certification
Specialist Iccally certifies ARSR Facility certification screes
and updads eventticket.
2346 Control transferred Control accepted
Specialist releases control of OCC assmes catrol of Keller ARSR site. | Facility maintenance screes
ARSR site tcOCC. (Keller ARSR)
Remate adjustment
OCC reconfguressort-box(9 to re-esablish | Facility maintenance screes
Keller ARSR piority. (ARTCC hog compuer)
2347 Remote certification
OCC spcialist prforms systemlevel Facility statis screes
cerificaion of ARSR and beaconesvice Facility certification screes
ard retuns ARSR /leacm to senice.
Repar confirmed
ATC acknowledge#\RSR /beacon
return to srvice.
2348 Specidist dismissed
OCC spcialist irforms site spcialist that Event ticket screes
service is restored and certified, specialist Facility statis screes
can return to redence.
Event ticket closed
OCC specialist closes event ticket. Event ticket screes
Specidist depats site
Onsite scialist departs site. Workfo rce Management screens updeed
OCC updaes recordsto show Secialist has | Workforce managemerstreen
left site.
2349 Repar acknowledged

NOCC acknowkdgesclosure of
evert ticket.

Evert ticket screes
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Scenaro 3 - HAZMAT Spill

Scenario Externalto OCC Internalto OCC Technobgy/finformation Avaiable
Time at OCC
08:00 Remae monitoring
Southweg Region OQC montoring the Facility statis screes
National Radio Communtaions System
within its area bcontrol.
08:10 Equipment failure
Texarkana AR Channel A fails; Texarkana AR Channel A in
auomatic switchto Chamel B. alert status
08:11 Alert acknowledged
OCC acknowedgesalert Facility maintenance screes
(indicat loss of high-vottage
ChannelA)
Remate adjustment
OCC unabk b regore channeh. Facility maintenance screes
Texarkana operatg on annelB.
Event ticket opened
Evert ticket initiated Evert ticket screes
08:13 Equipment failure Phone call received
Heat/ventilation/air conditioning | OCC receies call trat heat/\ertilation/air Telephone
system atHoudon ARTCC day condtioning gystem atday care hafailed.
care center fails.
Event ticket opened
OCC openseventticket. Evert ticket screes
08:15 Specialist selected
OCC picks work center specialist to call | Workforce managemerstreens
regarding failure in Texarkana AR.
08:16 Specialist contacted
OCC motifies work certer sgecialist to E-mal, telephone, pager, et
regpond.
08:20 Specialist’s arri val awaited
OCC waitirg for work center specialist to
repond afTexarkanaise.
08221 Specialist selected
OCC asignsARTCC environmenél Workforce managemerstreens
systens specialist todeal with
heat/ventilation/air conditioningystem at
day care center.
08:22 Specialist contacted

Specidist respands
Environmental systens specialist
receives notice regarding failed
heat/ventilation/air conditioning
system

OCC rutifies ervironmental specialist aml
work center via e-mail.

E-mail/NIMS information
highway

E-mail
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Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at OCC
0850 Specialist departs for site
Environmertal systens specialist Event ticket screes
goesto day careise.
Repar begun and completed
Specialist rejgirs heat/
ventilation/air conditioningystem.
09:00 Specialist arrives at site Specialist’s arrival noted
Specialist arrives at Texarkana | OCC diserves that ewert ticket is Event ticket screes
ARSR access event ticket via acknowkdged by pecialist at Texarkana
NIMS informaion highway. site.
09:15 HAZMAT
Specialist at Texarkana observes,
Pulse Forming Trangormer has
overheatd and hasuptured.
Trarsformer oil is leaking ard
spllin g onto floor. Transformer
oil contins PCB.
Announcementmade
Specialist contacts GChy Announcement received/ alert issued
telephone;dechresHAZMAT OCC acknowledge$lAZMAT condition at | Telephone, e-mai
incident Texarkana resulting in an “alert” condition,
requring immedate atention.
09:16 Intrusion alarm Alarm
Unauthorized access at Anson Intrusion alarm occurs at Anson ABG5 Facility statis screes
ATCBI-5. beacon onf ste.
09:17 Alarm acknowledged
OCC acknowkdgesalarm. Facility statis screes
Event ticket opened
Opers ewert ticket. Evert ticket screes
09:18 Phone call made

OCC callsAnson ATCBI-5 to verify
preence of autorized persnnetl—No
Answer.

Telephone
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at OCC
09:19 Authorities notified
OCC identifies and contacts HAZMAT Workforce managemerstreens
regional officersregarding rangormer ol telephone
spll at Texarkara ARSR.
NOCC involved/ Alert
acknowledged
NOCC obsrvesalert condtion at Telephone, e-méi
Texarkana
NOCC acknowkdgesalert.
Parts available
Specialist confirms availahility of Logistics irformation system
replacement transformer. screens
Event ticket updated
Specialist updaes eventticket Event ticket screes
recarding availahlity of parts.
09:20 Authorities notified
OCC confacs regional HAZMAT and Workforce managemerstreens
SafetyOfficers regrding ail spill. telephone, e-méi
Specialist contacted
OCC makesdecsion b have pecialist Telephone
abandon andesure Texarkanats; informs
specialist.
Recanmendaion made
Recommend¢$o Regional HAZMAT and Event ticket screes
Safety Officersthat HAZMAT response
team be dispatched to Texarkana.
NOCC involved/
Recanmendaion acknowledged
Texarkana site specialist, regiong
HAZMAT and Safety Officers,
and NOC acknowedge OCC. Event ticket updated
Update eert ticket with latest Telephone
acknowkdgmens and dediions Event ticket screes
09:25 M edical referral made
OCC coordnats and provilesfor a Telephone
medical evaluation for work center
specialist that wasexpo®d b PCBs.
Union representative contacted
OCC informsBargaining Unit Telephone

representative of HAZMAT incident.
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Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at OCC
09:30 Decision
OCC makesdecsion b coninue operahg
Texarkanaisgle channeland defer
regoraion of redundanthanneluntl
HAZMAT respong team can @an up ge;
site will remain on single ctamel until site
is restoed
Decision acknowledged Event ticket updated
ATC, NOCC oncur and Update eert ticket with latest Event ticket screes
acknowkdge OCC. acknowkdgmens and decdgions
09:35 Specialist contacted
OCC specialist contacts Abilene work Telephone
certer ard informs them of intrusion alarm
at Anson ATCBI-5.
Specialist arrives at
site/Troubleshooting begun
Abilene specialist catinues to
work intrusion alarmisste.
10:30 Repair completed
Abilene specialist restves isse
(faulty microswitch on facility
door).
Event ticket updated and closed | Event ticket entry acknowledged
Specialist closes event ticket. OCC acknowkdgesclosed eventicket Eventticket screens
1100 Event ticket updated Event ticket entry acknowledged
Environmertal systens specialist | OCC acknowedgeseventticket for day Event ticket screes
completes ewert ticket resdution care center; heat/ventilation/air conditioning
for day care center failure.
heat/ventilation/air-conditioning
failure.
1101 Event ticket closed
OCC closes event ticket Event ticket screens
14:30 Team arri vesat dte Team'’s arri val acknowledged

HAZMAT team arrives at
Texarkana oil gill site and updates
evert ticket.

OCC acknowkdgeseventticket showing
team’s arrival at site.

Evert ticket screes
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at OCC
1500 Recanmendaion made Recanmendaion acknowledged
HAZMAT team advises that all OCC acknowkdgesHAZMAT teams Telephone
power will have to be renoved requesfor removal of AFBR service and
from ARSR equpmentin order b | edimated ime o regore of 24 hours
facilitate clearup; requests ARSR
be removed fromesvice for 24
hours
Event ticket updated
HAZMAT team updags event Event ticket screes
ticket to show request toOCC to
remove AFRSR from rvice for 24
hours
1501 Decision awaited Telephone conference initiated
HAZMAT team “on hadl” Telephone @nference initiated Telephone (3-way)
awating decsion from OCC on OCC immediately conferences with ATC
service removal requés and Flow @ntrol, to advise and reach an
agreed time for removal oéwice for
Texarkana ABR
1505 Decision
OCC advises that the agreed time on Telephone
removal of senice will be 16:00.
Air Traffic requresextra ime o introduce
increagd arcraft separaton due o loss of
enroute radar service in Texarkana air traffic
secbr OCC issuesNOTAM on Texarkana
ARSR service.
Decision acknowledged
NOCC and HAZMAT team NOTAM issued Telephone
acknowkdgesOCC. NOTAM issued.
Event ticket updated
Eventticket updaed. NOTAM screens
Evert ticket screes
16:00 Remate adjustment
OCC removesARSR from srvice RMM screens
remotely.
Remotely turns off operaing channel
Clean-up begun Specialist contacted

HAZMAT team begiscleanup.

Advises site Sgcialist ttat OCC will adise
when specialist can replace Pulse
Trangormer.

Parts availability confirmed
Confirms awailablity of redacemen
transformer.

Event ticket updated

Telephone

Logistics irformation system
screens

Updates eent ticket.

Evert ticket screes
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at OCC
18:00 Clean-up underway Event ticket updated
2400 HAZMAT team continuing clean | OCC updaes eventticket every 4 hours Event ticket screes
0400 up. with statis until evert ticket is closed
(Day 2)
06:00 Clean-up completed/ Event ticket acknowledged
event ticket updated OCC acknowkdgesHAZMAT entry. Event ticket screes
HAZMAT team advises OC that
spll is cleared up ard site is safe
to resime operéabn.
Remae adjustment
Renmtely retuns power to operating Facility RMM screes
Channel B.
Certification
Certifies Clamel B remotely. Facility certification screes.
Specialist contacted
Calls specialist to site to replace transformj@orkforce managemerstreens
in chamel A.
NOTAM canceled
OCC cancels NOTAM NOTAM screens
06:15 Restoration of service confirmed
Facility operating Chamel B Facility statis screes
ChannelA unavaiable Facility RMM screes
NOCC & Air Traffic
acknowkdgesservice regoration.
Air Traffic resumesnormal flow in
Texarkana sector.
0645 Specialist arrives at site Specialist’s arrival acknowledged
Specialist arrives at site taedace | OCC acknowkdge pecialist arrival atgte. | Eventticket screens
trangormer (hannelA. Workforce management
screens
08:00 Repair completed

Specialist completes replacemen
of trangormer.

Repair verification requested
Specialist regiests OCC toverify
operaton of ChannelA.

Control transferred
Specialist trasfers catrol of site
to OCC.

Repair verification request acknowledged
OCC acknowkdgesreques

Remae adjustment
OCC assmes catrol of site renotely.
Makes switch from channel 8 A.

Facility statis screes

Evert ticket screes

Facility RMM screes
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at OCC
0801 Restoration of service confirmed
Texarkana operatg on hannel Event ticket screes
A.
Site sgcialist reprts an evert
ticket that everything is “Green” af
site.
Certification
OCC certifies sefice . Facility certification screes
ATC informed of status
OCC adiises ATC tlat site is flly restaed | Telephone
Specidist depats site Event ticket closed
Specialist ayparts site. OCC closes event ticket. Event ticket screes
08:02 NOCC acknowkdgescloaure of Event ticket screes

Evert ticket.
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Scenaio 4 - Loss of Airport Survilance Rada/MODE-S Dda

Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
13:00 Equipment failure Status flagged
SanAntonio Airport Surveillance Statusindicabr showsSan Antonio Airport | Facility statis screes
Radar (ARR)/MODE-Sfailure. Suveillance Radr/MODE-S feas failedard
is of line.
AT C involved
ATC immedately suspends
arrivals/departures.
Event ticket opened
Event ticket is gpened. Event ticket screes
Remae adjustment fails
OCC atterpts toreset ASR des ot Facility RMM screes
regpond.
1301 ATC informed of status
OCC adiises ATC tlat trarsition to Certer | Autodial (Telephone)
Radar Rocesing is hecesary.
1302 Remae adjustment
OCC trangtionsSan Antonio Termnal Facility RMM screes
Radar Approach @ntrol to Center Radar
Procesing.
1303 ATC informed of status
OCC alvises ATC that Center Radar Autodial (Telephone)
Procesing is avalable. atSan Antonio
Certification
Certifies San Antonio Center Radar Facility certification screes
Processimy sewice.
AT C involved
ATC resimesoperatonswith
appropréte flow regrictionsfor
Center Radar Rocesing
operatons
1304 Event: Inclement weather
Inclement weather approaches Next Generabn Weaher Radar
Keller ARSR Long Range Radar screens
site.
13:06 Status flagged
OCC obsrvesemergency genekas come | Facility Statis screes
up atthe Keler Long Range ste.
13.07 Specialist contacted
OCC contacts reponsble specialist and Workforce managemerstreens
work cenéer regardng San Antonio Airport | Autodial (telephone)
Suveillance Radr/MODE-S failue. pager
13.08 Specialist reached Specialist’s arrival awaited
Specialist regpondsto OCC's OCC awating pecialist arrival atste. Telephone

redoraion cal to San Antonio
ASR site.
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Scenario Externalto OCC Internalto OCC Technobgy/finformaion Avaiable
Time at 0cC
1314 Event: Equipment failure Alarm
Chamel fails at Keller ARSR site | Alarm occursatKeller Long Range ste. Facility statis screes
(ChannelA).
Site atomatically trarsfers to
Channel B.
Event ticket opened
Open event ticket Evert ticket screes
1315 Alarm acknowledged
OCC acknowkdgesalarm atKeller long Facility RMM screes
range #e.
Remae adjustment
Resds Channel A. Facility RMM screes
ChannelA recovers
OCC transfers AR back to Gannel A.
Event ticket closed
Closes eert ticket. Event ticket screes
1315 Specialist arrives at site Alarm
Specialist arrives at San Antonio | OCC obsrvesintruson ahrm atSan Status montoring reens
ASR site. Antonio Airport. Suveillance
Radar/MODE-Ssite.
Event ticket updated Specialist’s arri val acknowledged
Specialist updaes eventticket on Receivesonste pecialig acknowledgment| Evert ticket screes
arrival. of evert ticket.
Troubleshating
Specialist begnstroubleshooing
Airport Suveillance Ra@r/MODE-
S.
1320 Diagnoss
Specialist firds that anema drive
motor circuit breaker hagripped.
Event ticket updated Diagnoss acknowledged
Updates eent ticket with OCC acknowkdgesupdaed eventticket Status montoring green
diagnoss. with diagnoss. evert ticket screes
1325 Repar begun
Specialist resets circuit breaker
Unale to determine caise
Event ticket updated Event ticket entry acknowledged
Updates eert ticket. OCC acknowledgesipdated event ticket. | Facility gatusmonitoring sreens
Evert ticket screes
1330 Contacts Specidist

OCC adiises spcialist toremain at San
Antonio site tomonitor commercial power
and breaker.

Autodial (Telephone)
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Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at 0cC
1345 Repair completed ATC informed of status

Specialist advises operaton normal
coninuing o observe breaker,
monitoring temperatire of breaker.

OCC advies ATC that San Antonio ASR
and Mode-3s avalable.

Autodial (Telephone)
Certification screes

1346 Event: Flight check Phone call received
Flight Checkaircraft will arrive OCC receives call from Flight kkck Telephone
early to flight check ILS at Ft. Control Center in Oklahoma Gty notfying | E-mail
Worth Meachum (Fort \W&tth) that Flight Checkaircraft will arrive early. Facility statis screes
Airport
Event ticket opened
Opers e\ert ticket. Evert ticket screes
1347 Transition requested Remae adjustment
ATC requets transtion back ® OCC transtionsSan Antonio Termnal Facility RMM screes
San Antonio Termial Radar Approach @ntrol to terminal
Radar/MODE-Sservice. Radar/MODE-Sservice .
Certification
OCC certifies sefiee. Certification screes
Event ticket updated
OCC updags eventticket. Even ticket screes
1351 Supervisor contacted
OCC contacts Fort \Wrth work center Workforce managemerstreens
supervior to notfy him that Flight Check | Autodialing (telephone)
aircraft will arrive earlyto perform flig ht
check on ILS.
1352 Specialist contacted
OCC contacts Fort \Wirth work center Workforce managemerstreens
specialist aml notifies him that Flight FM Rado
Check is coming early to perform flight
check.
1353 ATC informed of status
OCC contacs ATC regarding Hight Check. | Telephone
National Air Flow involved
OCC coordnates with Air Traffic flow. Telephone
Event ticket screes
1401 Restoration of service confirmed | Event ticket updated

ATC resimesnormaloperatons
Reports San Antonio Mode-S
working normally.

OCC updaes eventticket to show that ATC
operatonsare normal

Event ticket closed
OCC closes event ticket.

Evert ticket screes

Evert ticket screes
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Scenario Externalto OCC Internalto OCC Technobgy/informaion Avaiable
Time at 0OQC
1410 Event ticket updated Repair notification acknowledged
Specialist updaes eventticket to OCC acknowkdgeseventticket updae Evert ticket screes
indicak that San Antonio Mode-S | concerning repar of San Antonio Mode-S
working normally.
Specidist depats site
Specialist depars San Antonio Workforce management
terminal radr site. screens
Event ticket closed
OCC closes event ticket. Even ticket screes
1415 Specialist arrives at site
Specialist arrives at Ft. ¥th
Airport
Control requested
Specialist requess contol of ILS FM Rado
for FHight Check. Evert ticket screes
Control transferred
OCC acknowkdges and retagsFort Facility RMM screes
Worth ILS to specialist.
Remae adjustment
ILS removed from evice. Facility RMM screes
16:00 OCC informed of status Status report acknowledged
Specialist calls OCC ahreports OCC acknowkdgesspecialist. FM Radio (Naional Radio
Flight Check at Forth W@rth Communtcaions System)
completed
System ready to be returned to
service. Certification
OCC certifiesFort Worth ILS service. Facility certification screes
16:05 ATC informed of status
OCC informsATC that ILSat Forth Worth
Airport is awilabe for senice.
Specidist depats site
Specialists @parts Fat Worth site. | Evert ticket closed Event ticket screes
16:10 Remote invegigation

OCC makesa faut history anaysis and
discoversbreakersave repeatdly failed at
severalother AR dStes besdesSan
Antonio.

Authorities notified

OCC confct enghneering upportand
notifies them of failure histay.
Refersengneering supportto eventticket

Fault history screens

Telephoneé-mail
Evert ticket screes
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Scenario
Time

Externalto OCC

Internalto OCC

Technobgy/finformaion Avaiable
at OQC

1625

OCC informed of status
Engineerng supportconfirmsthat
this circuit breaker has history of
failure, adiises tlat a nodification
kit to replace all breakers of this
type will be available@on.

Specialist contacted
OCC advises specialist of findings

Evert ticket screes
Fault history <reens

Telephone
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AppendixB
Scenaro Errors

Scenaro 1

SCENARIO 1 Number of Panel Mean

Members Rating Rating

Importance as: (n=9)

POTENTIAL ERROR OR CONCERNS Low (1) [Med (2) High (3)
Overlook needof a critical lackupfacility (facilities reqired are nad fixed) 0 1 8 2.9
Failure toshare status infmation anong all OCC stdf 0 1 8 2.9
Failure toacknavledge andcoordinate inbrmation 0 2 7 2.8
Event ticketing errrs 0 2 7 2.8
Failure of AF ard AT to conmunicate 0 3 6 2.7
Inadequate informationfeedback 2 2 5 2.3
Lack d respnsibility for an event ticket 2 2 5 2.3
Forgetting an event ticket 2 2 5 2.3
Errors from failure to update a close aut event ticket 0 4 4 2.5°
Errors becase specialistsafls to respod 0 5 4 2.4
Errors fom no access to seduled ouage information 1 4 4 2.3
OCC & Flow Contrd fails to coordinate WAAS outage 1 4 4 2.3
Errors from incomplete WAAS coordination 2 3 4 2.2
Errors fom lack of procedues iflose WAAS (Need to kow corseqiences 2 3 4 22
of releasingdcilities)

Errors from WAAS being "green"andfully operational but nat be certified 3 2 4 2.1
Evert ticket procedues rot stamardized 3 2 4 2.1
Event ticket erroentry 0 5 3 2.4°
Errors fom specialist ot acknowledgng senice reqest 0 6 3 2.3
Errors from nat properly initiating event tickets 1 5 3 2.2
Errorsfrom animproperl or erroreous satus board 1 4 3 2.2°
Errors becase airspacesers/pilots do ot get information 2 4 3 2.1
Errors becase nultiple evert tickets are gen for a sirgle eert 3 2 3 2.0°
Data efry errorsor other judgenert type errors 3 2 3 2.0°7
Failures fom retrieving wong event ticket 4 1 3 1.9°
Falure to properly usecommunication channds 0 7 2 2.2
Errorsfrom peopék ot being notified 1 6 2 2.1
Errors fom not knowing where specialists are 1 6 2 2.1
Errorsdue o too nmany dat sources 1 6 2 2.1
Errors cancerning ntification of work completion 1 5 2 2.1°
Errors when ealipment fails andis nd reported 2 5 2 2.0
Errors from failure to disseninate WAAS failure information 2 5 2 2.0
Errors from too many OCC veba communications 4 3 2 1.8
Errors fom over reliarce onevert ticket 4 2 2 1.7
Errorsfromimproper cbsure of evert tickets 4° 4 1 1.7
Errorsfrom poor umanjudgment to openevert ticket 5 3 1 1.6
Menu picks onewert tickets canlead to error 5 2 1 1.5
Failure toopen event tickets in timly manner 6 2 1 1.4
Errorsfrom poor NOTAM preparabn & not verified 3 6 0 1.7
Failure to recogize nmessa@ as aralert 5 4 0 1.4

20nepand member failed to rae this problen, so n=8 for this nmean.

® One pand member rated this problem at low/mediumimportance. This was scored as 1.5.
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Scenaro 2

SCENARIO 2 Number of Panel Members Rating Mean
Importance as: Rating
(n=9)
POTENTIAL ERROR OR CONCERN Low (1) Med (2) High (3)
Terminology differencesbetveenAF ard AT 0 1 8 2.9
Common thread ot recoguized br problens 0 2 7 2.8
Errors due tothe cantext in which AF works with AT 1 1 7 2.7
(renmote link versus faceto-face)
Maladjustment of radar becase specialist doesoshhave 1 1 7 2.7
access to redlme radar data
Specialists @ nat see finctional relationships 0 3 6 2.7
Failure tosupervise feld specialist 0 4 5 2.6
Specialist nakes erro in prioritizing events 1 3 5 2.4
The work certer, the OCC, ard the site persamel (or no 1 3 5 24
one) tries tofix sane problem sane time
Multiple failures in a gegraphic area regire too wide a 1 3 5 24
rangeof knowledge
Overload ofewerts 1 4 3 2.3
Incomplete goblemdescription on event ticket 0 6 3 2.3
Radar rot propery diaghosed 1 5 3 2.2
Radar probémdegermination 2 4 3 2.1
Questiorable documentationpractices 1 6 2 2.1
Questiorable judgement in resoling frequency interfererce 4 4 1 1.7
Insufficiert supportto charge out artenna 3 5 1 1.8
Not enough tirre to open event tickets 4 4 1 1.7
Calling the wong sgecialist 42 4 1 1.7
Specialist doesat hear radar alarm 5 3 1 1.6
Techical data efmy failure (coriusing acroryms) 0 8 0 2.0°

& One pand member rated thisproblem as being of Low/Medium importance. This was scored as 1.5.

P Onepand member failed to rae this problen, so n8 for this mean’
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Scenaro 3

SCENARIO 3 Number of Panel Members Rating | Mean
Importance as: Rating
(n=9)
POTENTIAL ERROR OR CONCERN Low (1) | Med(2) | High (3
Specialist fils to recaynize HAZMAT 0 2 7 2.8
OCC spcialist Ises initiative bwnership 2 0 7 2.6
Not ale tofind the right catact inbrmation 0 3 6 2.7
Contactdagba® ou of dae 0 4 5 2.6
Inadeqate OCC energency staf 0 4 5 2.6
Reporting leadsto missing probem 0 4 5 2.6
Excesive papenerk interfereswith job 0 4 5 2.6
OCC spcialist inajpropriately certifies syptem 0 4 5 2.6
Information reprting systemfails 0 4 5 2.5
Test eqlipment nd on site 1 3 5 2.4
Inflexibility prevents redation of problens 1 3 4 2.4°
Event ticket respnse respnsihility 0 6 3 2.3
Specialist lacks cofiguration information 0 6 3 2.3
Overlaping OCC activities causesgblens 1 5 3 2.2
Intrusion darm ignored 1 6 2 2.1
HAZMAT teambumped svitch 2 5 2 2.0
Specialist cannbfind radar site Iacation 0 8 1 2.1
Non-stardard procedres lead to errors 0 8 1 2.1
OCC specialist doesat know HAZMAT procedues 0 8 1 2.1
OCC does ot understanl renote site RMS alert 1 7 1 2.0
OCC spcialist fils to natify union refresentative 1 8 0 1.9
Call for HAZMAT procedues when unnecessary 2 7 0 1.8

aOnepanel member failed to rde this problen, so n=8 for this mean.
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Scenaro 4

SCENARIO 4 Number of Panel Members Rating Mean
Importance as: Rating
(n=9)
POTENTIAL ERROR OR CONCERN Low (1) Med (2) | High (3)
Databa® not updaed 0 2 7 2.8
Fails tocheck ifbackupradhr is in service 0 3 6 2.7
Wrong priority for event ticket 0 4 5 2.6
Recuring problemnot solved 0 4 5 2.6
Event ticket generatefr insignificant events 0 5 4 24
AT nat natified about MODE-S racdar availahlity 0 5 4 2.4
Uncertified MODE-S radar placed isenice 1 4 4 2.3
Event ticket nbupdatedto reflect earlyarrival 0 6 3 2.3
Work center @es nd know Channel Awas renotely 0 7 2 2.2
rest
OCC does ot understaml eert ticket system 1 6 2 2.1
Workgroup not prepareddr earlyflight check 0 8 1 2.1
Insignificart evert reported 1 7 1 2.0
Specialist ils to update eert ticket to refect access to 0 9 0 2.0

the site
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