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Background:  Tower air traffic controllers separate aircraft to assure safety and expedite the flow of traffic.  During poor visibility (e.g., fog) the aircraft landing and departure rate decreases significantly which can result in flight delays.  The purpose of this study was to investigate the feasibility of using electro-optic sensors to enhance tower controller visual capabilities during poor atmospheric or low-illumination conditions.  Methods: Day and nighttime visible, mid- and long-wave infrared digital imagery were collected at an airfield.  To validate the collected imagery, a human-in-the-loop analytic model was used to predict an average military observer’s visual discrimination of a target on the airport surface.  Results: The field data collection and model results found that electro-optic sensors, in particular long-wave infrared, improved operators nighttime detection, recognition, and identification of targets on the airfield surface.  Conclusions: Actual or potential applications of this research include integrating electro-optic sensors into the tower to improve aircraft movement during poor visibility.

INTRODUCTION

Tower air traffic controllers must divide visual attention between a number of internal tower displays and the external scene to maintain situational awareness of airport operations.  The controller’s primary responsibility is to separate aircraft and to organize and expedite the flow of traffic.  To perform these functions, controllers sequence arriving and departing aircraft, and control the movement of aircraft, vehicles, equipment, or personnel on the airport movement area.  The controller issues instructions to aircraft and other vehicles based upon visual observations and in some cases, at large airports, controllers augment visual information with ground surveillance radar display information.  During nighttime operations or poor visibility (due to atmospheric) conditions, controllers’ workload associated with maintaining an accurate mental representation of the identification, location, and intent of aircraft increases.  This may contribute to an increased likelihood of an airport surface incident (e.g., runway incursion, or aircraft strikes an animal).  In addition, the operational tempo at airports decreases dramatically as visibility decreases and controllers lose visual contact with aircraft on the surface.  

One method to enhance the safety and capacity of airports under reduced visibility conditions is to introduce the use of an enhanced vision system that will restore the visual element of air traffic controller situation awareness that is lost due to darkness or obscured visibility.  

The system must be able to improve controllers’ detection, recognition, and identification of objects on the airport surface.  The proposed system should not impact controllers’ work environment.  The system should be easy to use and provide a familiar and direct view of the airfield.  The controller is constantly scanning the airport surface as well as displays inside the tower cab, thus the system should neither infringe on this scan pattern nor require the controller to integrate multiple displays to build and maintain situation awareness.

The Federal Aviation Administration (FAA) Administrator stated last year that the prevention of runway incursions was among the top five safety priorities for the agency (Federal Aviation Administration, 2000).  An FAA Runway Incursion Joint Safety Analysis Team report found that while the majority of reported runway incursions occur during clear day conditions, the runway incursions resulting in accidents occurred more often at night and/or in periods of reduced visibility.  A recent FAA report on aviation wildlife strikes indicates that wildlife strikes posed a significant threat to aircraft.  In fact, other than controlled flight into terrain, wildlife strikes have caused more aviation fatalities than any other single source (Cleary, Wright, and Dolbeer, 2001).  From 1990 to 1999, civil aviation had 681 mammal strikes and 27,433 bird strikes that resulted in more than $86 million dollars in damage.  Most mammal strikes (42%) occurred between September and November; 63% occurred at night; 50% occurred during the landing roll; 36% occurred during take off.   Wildlife strikes are not limited to civil operations; military airfields have their share of strikes.  In fact, a significant amount of resources are allocated to prevent wildlife strikes, yet incursions are a continual problem.  

Although wildlife strikes pose a serious problem for airfield operations, controllers are responsible for aircraft location and intent, and to ensure that aircraft, vehicles, and other surface objects maintain a safe distance between each other.  During clear daylight operations this task is manageable, but during nighttime or poor atmospheric conditions the task becomes increasingly difficult.  Any restrictions to visibility out the tower window can have a detrimental effect on controllers’ ability to maintain an accurate mental picture of the traffic situation.   When the out-the-window visibility decreases, controllers are still able to maintain situational awareness by expecting certain events and employing established procedures.

The controllers use a mental image of the airport layout coupled with graphical aids such as taxiway diagrams.  They use voice communication position reports to determine the location of aircraft and other objects on the surface.  By using call signs and expectancies of where an aircraft or vehicle should be, the controller can maintain safe separation using procedure-based techniques during reduced visibility.  It should be noted that under reduced visibility conditions pilots and vehicle operators might become disoriented.  The position reports from pilots may be inaccurate and confusing which may lead to a flawed state of situation awareness.  In extreme cases the controller might need to use a variation of “one off, one on” to manage the flow of traffic and assure that the risk of losing required separation is at an acceptable level.  Unfortunately, errors do occur when the aircraft or vehicle is not where it should be, when position reports are inaccurate, or the controller’s mental map is distorted due to increased mental workload.  

Any reduction in controllers’ ability to safely monitor airport operations will have a negative impact on airport operations.  By improving controllers’ out-the-window view of the airfield during nighttime or poor atmospheric conditions, viewing occluded areas on the field, detecting and preventing wildlife strikes, and improving identification and recognition of aircraft, vehicles, and other objects on the airport surface will greatly enhance safety and efficiency.

IN-FIELD DATA COLLECTION

Day and nighttime electro-optic imagery was collected from July 9-13, 2001 at the Naval Air Station Patuxent River, Maryland Air Operations rooftop.  This roof was directly adjacent to, and thirty feet below, the air traffic control tower and approximately thirty feet above the ground.  The rooftop field-of-regard included the airfield, fixed and rotary-wing aircraft, buildings, wildlife, vehicles (mowers, fire trucks, pick-up trucks) and natural terrain (grass, trees, and water). Several scripted scenarios were recorded during the day and night data collections.  During daytime data collection, air traffic controller scenarios included: 1) a simulated runway incursion involving an F/A-18 and a fire truck approaching an intersection, 2) aircraft taxiing, 3) ground vehicles moving across active runways and taxiways, 4) aircraft landing and take-off, and 5) airfield scans.  During the night data collection, all the scenarios were repeated except the simulated runway incursion.

Digital imagery was collected from a DRS Infrared Technology mid-wave infrared (3-5 microns) and long-wave (cold-filtered to 9.1-9.3 microns) each focal plane size was 480 by 640 pixels with a pitch measuring 25 microns.  Sensors were mounted horizontally with matched fields-of-view for the mid- and long-wave cameras 9.2 degrees horizontal and 6.9 degrees vertical.  A Dalsa visible camera (0.4 – 0.9 microns) with a 1024 by 1024 pixel format and pitch measuring 11.7 microns was mounted adjacent to the long-wave camera.  The visible camera field-of-view was 9.2 degrees horizontal and 9.2 degrees vertical.

The data from all cameras was simultaneously streamed over RS-422 cabling to frame grabbers in a PC and directly stored to a hard disk. This digital collection of data allowed for low-noise image collection at 10 frames per second.
IN-FIELD DATA COLLECTION RESULTS

Informal observations from off-duty air traffic controllers and personnel participating in the field data collection were recorded.  A post-hoc image analysis was conducted to review specific differences between sensor types.  Below are illustrations of the three bands.  

Observers searching for a nighttime target on the airport surface performed better when using the mid- and long-wave infrared sensors than with the visible camera or “naked eye”.  The thermal sensor was marginally affected by illumination while the visible sensor performance was susceptible to changes in light level.  As light level decreased, the infrared sensor did not degrade observers’ detection, recognition, and identification performance; however the visible sensor and “naked eye” severely impacted observers’ detection, recognition, and identification performance during low-light levels.  

Figure 1 illustrates a nighttime scene as depicted by the three imaging sensors where airport personnel were patrolling the perimeter for deer grazing near an active runway.  The airport personnel, who were located in a pick-up truck, reported that the area was clear.  However, observers using infrared sensors could easily detect and recognize two deer grazing near the active runway.  During the entire event, the observers using the infrared sensors had to relay driving commands to the driver via radio due to the driver’s inability to see the deer.  Interestingly, the driver was within 50 yards of the deer and still could not detect the deer in the truck’s headlights.

NVTHERM PREDICTIONS

The U.S. Army Night Vision and Electronic Sensors Directorate’s NVTHERM range performance model is a human-in-the-loop analytic model that predicts target detection and discrimination range performance for sensors in the visible, near infrared, and infrared spectral bands.  NVTHERM’s range predictions represent the expected performance of an ensemble of trained observers viewing a specific target.  For a complete understanding of the NVTHERM’s target acquisition methodology and limitations, refer to NVTHERM (Vollmerhausen and Driggers, 1999). 

Johnson (1958) categorized target discrimination into three levels – detection, recognition, and identification.  Detection is defined as the determination that a target of interest in present within the sensor field-of-view.  Recognition is defined as the discrimination between specific objects within a class of similar objects (fixed-wing and rotary wing aircraft).  Identification is defined as the discrimination between specific targets (Boeing 757, Airbus 320, Boeing 767, etc).

NVTHERM model runs were performed for mid- and long-wave infrared sensors with a medium size truck with engine idle serving as the target.  The model’s sensor parameters matched the field data collection sensors.

Figure 2 illustrates the detection, recognition, and identification of a truck during a clear day.  The model predicted the mid-wave infrared (figure 2a) and long-wave infrared (figure 2b) to be highly correlated.  On average, an observer would detect, recognize, and identify a truck 75% of the time at a distance of 10.5, 3, and 1.5 miles respectively.  

During light rain, an observer would detect, recognize, and identify a truck 75% of the time at a distance of 6, 2.5, and 1.5 miles respectively (figure 3).  Again, the mid- and long-wave infrared bands are highly correlated.

During light fog (radiation fog), sensor performance degrades dramatically which was supported by the atmospheric transmission run (figure 4).  

An observer using a long-wave infrared sensor would detect, recognize, and identify a truck 75% of the time at a distance of 2, 1.5, and 1 miles respectively.  The mid-wave performance could not be modeled due to the low transmission levels from the visible to mid-wave infrared range.
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Figure 1(b)
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Figure 1(c)
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CONCLUSIONS

The results of the field data collection and NVTHERM range predictions found that electro-optic sensors improved nighttime surveillance.  This was confirmed by informal feedback from Naval Air Station Patuxent River air traffic controllers.  Figure 1 illustrated that an observer using infrared sensors could easily detect deer grazing next to an active runway while an unaided observer was unaware of the deer’s presence.  In addition, the electro-optic sensors improved observers’ ability to spatially locate and monitor the position of aircraft and vehicles on the airport surface during nighttime viewing.  Although the field data collection was limited to clear atmospheric viewing conditions, the NVTHERM model indicates that electro-optic sensors should significantly improve air traffic controllers’ vision during medium rain and light fog conditions.  Moreover, the modeling data and field data collections suggest that long-wave infrared is the preferred sensor for airport surveillance tasks.  However, additional field data collections should be conducted during other weather conditions (e.g., low humidity) to ensure that the long-wave infrared sensor is the best sensor.

An alternative to the air traffic control requirement is airport security.  Since September 11th, 2001 perimeter security has become a higher priority for airport managers.  Typically, an airport must defend miles of perimeter from unauthorized intruders whose intention may be to inflict injury or damage resources on the airport.  As a result of the recent terrorist attacks, airport managers must allocate numerous security personnel per shift seven days a week to patrol (i.e., walking, driving, and boating) the perimeter.  This new security requirement may affect operations efficiency, safety, and productivity.  A solution to the perimeter security requirement may be deploying a series of enhanced sensors on the perimeter with a single operator monitoring the output of the cameras for any abnormal behavior.  

In summary, electro-optic systems are invaluable resource to improve operators’ vision during poor atmospheric and low illumination conditions.  The military has relied on electro-optic devices for many years to improve their warfighting capability.  These systems are so potent that they are credited for battle victories due to the soldiers’ ability to detect, recognize, and identify targets that otherwise would be undetectable with the naked eye.  Accordingly, an electro-optic display should improve an air traffic controllers’ ability to separate aircraft and to organize and expedite the flow of traffic.  
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Figure 4.  On average, an observer using a long-wave infrared sensor would detect, recognize, and identify a truck 75% of the time at a distance of 2, 1.5, and 1 miles respectively.  The mid-wave sensor could not be modeled due to the low transmission levels.




















Figure 2.  Detection, recognition, and identification for an observer viewing a medium size truck sitting at idle.  Figure 2a shows that on average an observer viewing through a mid-wave sensor will detect a truck 75% of the time at 10.5 miles, while the observer viewing through the long-wave sensor will identify the truck 75% of the time at 1.5 miles.





Figure 1.  Two deer (left center) near the airfield in the (a) visible, (b) mid-wave infrared, and (c) long-wave infrared bands were digitally captured at 2330 local time.  The deer were not detectable in the visible image, but were clearly detectable in the infrared sensors.  The thermal signature of the deer allowed the observers to easily detect small heat emitting objects at far distances much more efficiently than the “naked eye” or visible camera.  In fact, the vehicle driver (center right) did not detect the deer even though the vehicle was 100 yards in front of the vehicle. 
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Figure 1(a)








Figure 3.  On average an observer viewing through a mid-wave sensor will detect a truck 75% of the time at 6 miles, while the observer viewing through a long-wave sensor will identify the truck 75% of the time at 1.5 miles.
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